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E
verything you thought you knew about powering 
data centers is passé. The future of the grid is spelled 
IEC 61850, and many pieces of the infrastructure 
are available. And, greater efficiency and innovation 
are still on the way for the common ac-dc and dc-dc 
digital power supply (see “The Future Of Power 

Efficiency,” p. 36, and “Innovation In Digital Power Supplies” 
at electronicdesign.com). This news comes from a data center 
architect, the largest maker of hardware for Internet protocol (IP) 
communications, and executives from the largest European power 
supply makers.

REVOLUTION IN THE DATA CENTER
At a recent Silicon Valley IEEE Power Electronics Society (PES) 

meeting, MegaWatt Consulting president and CEO K.C. Mares 
reviewed the latest trends in the data center and their effects on 
power distribution and conversion. Mares also is the CTO of the 
Unique Infrastructure Group, the company developing the Reno 
Technology Park, which will be the largest dedicated data center 
campus in North America with onsite renewable energy generation.

At MegaWatt, his services included data center site selection, 
design, and efficiency projects for Facebook, Google, Yahoo, Equi-
nix, the National Center for Atmospheric Research, Lawrence 
Berkeley National Laboratory, the U.S. Department of Energy, and 
others. Overall, he has played a key part in the design of data cen-
ters worth cumulatively more than $10 billion.

Mares described a data center that’s generations away from aisles 
of cabinets full of blade servers, sitting on raised computer floors 
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powered by multiple isolated and non-
isolated voltage step-down stages from 
“front ends” to “bricks” and “POLs,” all 
surrounded by temperature-control and 
humidity-control systems that maintain a 
shirt-sleeve environment for the humans 
who work there. 

About the only thing that remains 
from this rapidly passing image of the 
data center is the power consumption, and 
that’s going up due to the growing total 
capacity. Factors influencing this evolu-
tion include solid-state memory replacing 
disc storage, processors with ARM cores 
replacing Intel devices for the heavy lift-
ing, and modularization of server arrays. 
Furthermore, more subtle in its effect is 
the realization that the cloud provides its 
own backup, which results in less demand 
for “six-nines” reliability.

At the meeting, Mares held up his 
iPhone and said, “Basically, this is a 
server.” In terms of processing power and 
storage, the smart phone is the equiva-
lent of a typical blade. The amount of 
heat it generates, of course, is somewhat 

smaller. Yet regardless of how much heat 
it generates, its environmental heat toler-
ance is far above what a human worker 
can long tolerate. There is no reason not 
to pack a large number of iPhone-size 
servers into boxes of far less internal vol-
ume than today’s cabinets and provide 
only enough internal cooling to allow 
the internal temperature to rise no higher 
than 140°F. Full cooling, he said, is only 
necessary in the battery room. 

There only was one objection from 
that room full of power engineers when 
Mares said that humidity control wasn’t 
necessary either. “How can you avoid 
electrostatic discharge (ESD) failures 
without some humidity?” one engineer 
asked. “Shoe straps,” Mares replied. 
There was more discussion, but the point 
was that 100% enforcement of anti-dis-
charge shoe strap discipline was con-
siderably less expensive than installing 
humidity control.

Finally, Mares said that all of these 
changes will have an effect on uptime, 
but the redundancy of data in the cloud 

more than compensates for going from 
0.999999 reliability to 0.99999 reliabil-
ity at any one data center.

THE CISCO GRID
Ignoring “smart meter” controversies 

for the most part, Cisco notes that utilities 
are already investing in communications 
networks that improve situational aware-
ness and facilitate control, automation, 
and system integration. The objective is 
to “smooth out” peak load demand, mini-
mize the need for “spinning reserves,” 
and avoid building new plants and put-
ting in more conductors. 

Cisco reckons that four characteris-
tics combine to make a grid “smart,” 
and these elements reside in the layer of 
digital superstructure that can be added 
to the traditional grid’s analog infra-
structure: observability, configurability, 
automation, and integration. Observabil-
ity means providing real-time awareness 
of the grid state; configurability means 
being able to drive grid elements to new 
states; automation means doing this 
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1. Cisco sees design opportunities across many network levels using IP. Note that there isn’t necessarily any utilization of the tactically vulnerable con-
ventional Internet in the critical functions at the left side of the diagram.



largely without human intervention; and, integration means 
system-wide interconnectivity. 

Obviously, this kind of scheme isn’t implemented all at 
once. Cisco says the utilities should start with automating 
substations. In a way, substation automation has been happen-
ing ever since the introduction of the microprocessor relay. 

The critical need now is to extend secure, 
scalable communications infrastructure 
beyond individual components. This will 
allow new applications for control and 
automation, such as condition-based and 
predictive maintenance programs.

Beyond the substations, the task is 
to maintain a variable energy supply in 
the wake of growing and uneven ener-
gy demands. Monitoring is provided by 
operational effectiveness metrics and 
system performance indices: traditional-
ly the System Average Interruption Dura-
tion Index (SAIDI) and System Average 
Interruption Frequency Index (SAIFI). 

At a finer granularity, to manage out-
ages, utilities deploy protection relays 
that provide for fault location identifica-

tion and restoration. These relays greatly depend on deter-
ministic communications for precise timing and fast network 
convergence to deal with voltage or phase imbalances. As for 
the infrastructure that communications and data will run on, 
it’s already common for utilities to deploy their own dark fiber 
between sites for peer-to-peer protection communications. 
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WHILE UPGRADING THE grid and repower-
ing the data center are grand, sweeping issues, 
it’s important not to lose sight of basics. For an 
international perspective, we discussed future 
efficiency gains and advances in digital power 
with senior executives at European power sup-
ply companies: Jeff Schnabel, VP of marketing 
at CUI Inc.; Don Knowles, VP of engineering 
at N2Power; and Gary Bocock, technical direc-
tor at XP Power.

DON TUITE: The efficiency of medium 
size ac-dc power supplies is now firmly in the 

mid-90% area. And while these efficiencies are 
impressive, the vast number of power supplies 
shipped each year means even small efficiency 
gains have a significant effect on our power 
consumption. Where do manufacturers go 
from here, and what limitations are in place?
DON KNOWLES: We see potential gains 
in four basic areas: interconnections, with their 
parasitic resistance and inductance, as well 
as copper and energy losses in the inductor; 
power components and topology; selection of 
semiconductors, such as enhancement-mode 
gallium-nitride-on-silicon FETs and SiC 

(silicon-carbide) diodes; and better magnetic 
components, with lower-loss core material.
GARY BOCOCK: In many ac-dc power 
supplies, the bridge rectifier generates the 
biggest single power loss. This is a low-cost, 
low-technology, reliable component, and replac-
ing it with a more efficient solution is more 
complex and expensive. There are products that 
use bridgeless PFC (power factor correction) 
designs, though this tends to be limited to 
higher-power, higher-cost products. Higher-
power products also utilize interleaved PFC 
designs, significantly reducing the losses at low 
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2. IEC 61850 envisions a substation network connected to the outside wide area network via a 
secure gateway. Outside remote operators and control centers can use the abstract communication 
service interface (ACSI) to query and control IEDs in the substation. One or more substation buses 
connect all the IEDs inside a substation. 



In fact, with the advent of the IEC 61850 standards, station 
bus communications have already begun migrating to Ether-

net for intra-substation protection, which facilitates interop-
erability and scalable network design, as well as reduces 
operating expenses. Another common communication need 
that can be found at the substation level is the identification 
of energized lines, especially ones that are down and may be a 
public safety hazard. 

All this requires communication networks that can maxi-
mize situational awareness of grid conditions at all times. 
Remote workers need data and voice communications to report 
conditions to control centers and to first-responders. Substa-
tion technicians at remote sites require redundant, survivable 
communication paths.

Backing up these communications concepts, Cisco offers its 
Connected Grid portfolio of products and solutions designed 
specifically for a Smart Grid network. These products include 
the Cisco 2010 Connected Grid Router (CGR 2010) and the 
Cisco 2520 Connected Grid Switch (CGS 2520). These plat-
forms are optimized for use in power substations and meet 
substation compliance standards including IEEE 1613 and IEC 
61850-3 (Fig. 1). 
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line input and reducing stress on the bulk stor-
age capacitors.
JEFF SCHNABEL: I believe that tomorrow’s 
innovations will occur through the discovery 
and implementation of new power topologies 
and materials such as gallium nitride (GaN) 
and silicon carbide. As an example, CUI’s 
(dc-dc) Solus Power Topology currently is able 
to reduce switching turn-on losses by 75% 
and switching turn-off losses by 99% on the 
control FET when compared to a conventional 
buck converter. Our testing shows that it holds 
similar advantages when implemented in ac-dc, 
ultimately allowing for increased efficiency and 
reduced package size.

DT: How much of an improvement will we 
see during 2013, and what’s likely in five 
years? 
JS: We see that the biggest short-term gains 
in power supply efficiency, overall, rather than 
peak, will come as a result of reducing power 
consumption at the no-load end of the curve, 
i.e., when the device is in standby. We’re not 
alone, however, and the regulation bodies have 
begun to make this a priority. Along with the 
introduction of new topologies, digital control 
in ac-dc supplies will have a significant effect 
over the next five years, allowing for greater 
power supply and power system optimization. 
DK: We’ll see an increase of one to two 
percentage points in efficiency in 2013 and 
two to three points in the next five years, along 
with improvements in power factor correc-
tion performance over a broader range of 
ac-line inputs. Perhaps most dramatically, the 
increased use of digital control loops—not 
just digital supervision of analog loops—will 

change performance levels, improve PFC, add 
flexibility, enable the supply to adapt to varying 
and complex line and load situations, and offer 
increased real-time reporting on the supply’s 
operation and internal parameters.
GB: The latest designs include quasi-resonant 
PFC stages, resonant power converters, and 
synchronous rectification to minimize the 
switching and other losses throughout the 
power chain. New products reach efficiencies of 
95% at high line input voltages and maintain 
efficiencies above 92% at minimum input 
voltage. The development of components and 
techniques will see this improve.

DT: What are the biggest challenges faced in 
improving system efficiency through power 
supplies? 
GB: It is important to focus on low line 
efficiency and cost-effective methods for 
reducing power dissipation in the rectification 
and PFC stages. Market price remains a key 
driver, especially for lower-power products, as 
the cost of small efficiency improvements can 
be prohibitive. Continuing to reduce the size 
of products has an adverse effect on increasing 
efficiency and on product lifetime.
JS: The biggest challenge resides in the 
fundamental nature of switching conversion 
and the associated switching losses at turn-on 
and turn-off. The never-ending challenge of 
power supply designers will be to minimize 
these losses, whether through topology break-
throughs or component-level improvements.
DK: Current levels are increasing, so contact 
and lead resistance, internal IR drop, and 
related basics are becoming more severe. Oper-
ating the supply at a higher internal voltage is 

part of the answer for increased efficiency, but 
this brings new creepage, spacing, and safety is-
sues. Increasing the frequency of operation will 
reduce size but not efficiency, due to increased 
core losses in magnetics and increased switch-
ing losses in the semiconductors. 

DT: What are the key factors OEMs should 
specify if they are to improve the system ef-
ficiency through the power supply? 
DK: First, don’t oversize the supply for insur-
ance headroom. If you run the supply at much 
lower loads than this zone, you’ll actually be 
operating in a very inefficient region. Second, 
try to avoid active (forced air) convection 
cooling using fans since they waste power, add 
noise, and reduce reliability. Instead, use an 
efficient supply, properly sized, and mount it so 
unforced convection and conduction cooling 
will keep it within its rated temperature. 
GB: The key is to look at power supply ef-
ficiency in the operational area of use, i.e., 
look for the detail rather than the headlines. 
If the equipment will be used throughout the 
global market, then the efficiency at low line 
is more interesting that the headline efficiency 
at 230 V ac. The load drawn in the application 
is important as products often offer their peak 
efficiency at higher percentage loads. There is 
a tradeoff between efficiency, size, and cost, 
which drives the product design.
JS: Because real-world systems typically do 
not operate at a steady state, OEMs should 
examine the power supply’s complete efficiency 
curve and ensure that it is optimized to their 
application’s loading profile. By doing so, they 
can best match the power supply to their 
system’s needs.  g

3. The IEC standard defines a communication structure with four com-
munication profiles: ACSI, the generic object-oriented substation event 
(GOOSE), the generic substation status event (GSSE), and the sampled 
measured value multicast profile (SMV).
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IEC 61850
While Cisco is concerned with the 

evolving Smart Grid communications 
infrastructure, much of the opportunity 
for new products lies in the hardware for 
controlling transmission and distribu-
tion. In an effort that started in the mid-
1990s, this is being standardized as IEC 
61850, which standardized the design of 
automated electrical substations. It’s part 
of the IEC Technical Committee 57’s 
reference architecture for electric power 
systems. Its abstract data models can be 
mapped to various data protocols that 
run over TCP/IP networks and substation 
local-area networks (LANs) using high-
speed switched Ethernet. 

IEC 61850 is intimidating. The com-
plete set of documents runs to 1400 
pages. Electrical power experts from 22 
countries wrote it, and it assumes inti-
mate knowledge of how the components 
of an electrical power distribution net-
work work. Happily, there is a docu-
ment that makes it more accessible to 
electronic product designers. Released 
in 2009, “Understanding and Simulating 
the IEC 61850 Standard” by Yingli Liang 
and Roy H. Campbell of the Computer 
Science Department of the University of 
Illinois at Urbana Champaign is a model 
of clarity. (And it runs only 12 pages.)1

IEC 61850 AND IEDS
Intelligent electronic devices (IEDs) 

are at the core of the standard. Essential-
ly, IED refers to microprocessor-based 
controllers for power system equipment 
that can receive or send data or control 
commands from or to an external source. 
While that makes an IED basically a PC, 
probably running Linux, it may also have 
some dedicated logic for domain-specif-
ic processing. 

IEDs can be classified by their func-
tions, such as relay devices, circuit-
breaker controllers, recloser controllers, 
or voltage regulators. In a substation, 
the internal network is connected to the 
outside wide area network via a secure 
gateway (Fig. 2). 

The IEC 61850 standard defines an 
abstract communication service interface 
(ACSI) to be used by remote operators 
and control centers to query and control 
devices. One or more substation buses, in 
the form of a medium bandwidth Ether-

net network, connect all the IEDs inside 
the substation. 

The substation bus carries all ACSI 
requests and responses as well as generic 
substation events messages (GSE). A sep-
arate, high-bandwidth Ethernet process 
bus handles communication inside each 
bay and connects the IEDs to any dumb 
devices. A substation would typically 
have a single global substation bus and 
multiple process buses, one for each bay.

Most interactions inside a substation 
automation system are data gathering 
and setting, data monitoring, or reporting 
and event logging. To accomplish all that, 
the standard defines a communication 
structure (Fig. 3). There are four commu-
nication profiles in addition to ACSI: the 
generic object oriented substation event 
profile (GOOSE), the generic substation 
status event (GSSE), the sampled mea-
sured value multicast profile (SMV), and 
the time synchronization profile. 

As we have seen, ACSI services enable 
client-server interaction between appli-
cations and servers. GOOSE provides a 
fast way to exchange data on the substa-
tion bus. GSSE provides a method for 
substation-level status exchange. 

Applications request all ACSI servic-
es, and servers respond to them. In the 
IEC 61850 data model, the server is the 
common point that links physical devices 
and logical objects. Usually, an IED hosts 
one instance of a server, though it can run 
more. Each server has one or more access 
points, which are the logical representa-
tion of a network interface controller. 
Also, each server hosts several files or 
logical devices. Clients can manipulate 
files in the server as if they were talking 
to an FTP server. ACSI services include 
querying an object set, getting or setting 
data values, controlling system objects, 
report manipulation, log manipulation, 
and other services, including file upload 
and download. 
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